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Abstract—We review three examples (an on-chip transmission line resonator [1], a phase-locked loop [2], and an analog-to-digital converter [3]) of design tradeoffs which can in fact be circumvented; the key in each case is that the parameters that seem to trade off with each other are actually separated in time or space. This paper is an attempt to present these designs in such a way that this common approach can hopefully be applied to other circuits. We note reader that this paper is not a new contribution, but a review in which we highlight the common theme from our published works [1]–[3]. We published a similar paper [4], which, however, used only two examples from [1] and [2]. With the newly added content from [3] in the list of our examples, the present paper offers an expanded scope.
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I. INTRODUCTION

Dealing with tradeoffs is a challenge engineers must face in almost every design. A tradeoff occurs whenever one favorable parameter or performance measure must be sacrificed in favor of another. A classic example is the tradeoff between gain and bandwidth in amplifiers, usually constrained by a constant gain-bandwidth product. In the face of such a tradeoff one increases gain at the expense of bandwidth or vice versa until hopefully both values are acceptable. In this way tradeoffs often become the ultimate limitation upon the design.

However, sometimes it is easy to perceive a tradeoff where it can in fact be nullified: two parameters that seem to trade off with each other may actually be independent or separable with clever design.

To illustrate this point let us consider Crowley’s widely-used phase-locked loop (PLL) [5], which turns out to be an example precisely of this nature. In this case the apparent tradeoff is that between lock time and spectral purity: on one hand, the loop bandwidth must be maximized to minimize lock time. On the other hand, too wide a bandwidth brings more spurs and component noise (except VCO noise) into the PLL’s dynamics, corrupting its output spectrum. Due to their opposite dependencies on loop bandwidth, lock time and spectral purity appear to be conflicting traits. But these two traits actually have their significance in two separate phases of the PLL operation and are therefore separated in time: spectral purity matters only during steady-state and lock time matters only during transient. Recognizing the separability of these two traits in time, Crowley employs a variable bandwidth scheme: a wider bandwidth is used during transient to accelerate phase locking, but once the PLL enters a phase-locked steady state, the bandwidth is shifted to a smaller value to attain a optimal spectrum.

Three of our own recently published designs [1]–[3] happen to follow the same design paradigm. Our PLL work by Woo et al [2] recognizes a separability in time between another set of PLL design parameters in an apparent tradeoff and exploits the separability in constructing a fastlock PLL. Our work by Andress et al [1] deals with a tradeoff between series and shunt losses in a microwave on-chip transmission line. While it is a common notion that reducing one type of loss without increasing the other is difficult, in [1] we show that if the amplitudes of waves hosted by the line are made position-dependent, as in a standing wave, the series and shunt losses can be separated in space and a high-Q transmission line can be built. Our work by Sun et al [3] tackles a tradeoff associated with correlation-based digital background calibration in pipelined analog-to-digital converters (ADCs). By realizing a separability in time between convergence accuracy and convergence time of digital-background calibration, we apply a bandwidth switching scheme just like Crowley’s to relax the tradeoff.

Though Crowley’s work and our own three works are all based upon entirely different designs, we found in retrospect that they share the same spirit of circumventing certain tradeoffs through separation in time or space. Our objective in this paper is to illustrate this common observation, by reviewing our three works [1]–[3] under this unified theme. Thus rather than introducing a new contribution we wish to explicitly articulate and share the insight common to these prior works, and we hope it can be related to other designs in the future. We will first discuss the work in [1] where the principle can be illustrated simply, and then move on to the work in [2] where the principle appears in a rather complicated fashion. We will subsequently describe the work in [3]; here although the principle is illustrated simply, we will first expound on the theoretical foundation we established, which ultimately led to the application of the principle.
accounts for loss within and shut conductance per unit length, respectively. \( R \), \( C \), familiar differential

A. Tradeoff between Series and Shunt Losses

is replaced with the smaller loss of the floating metal strips. Proximity effects. The familiar skin effect is the tendency for

The CPS structure can be electrically modeled using the familiar differential \( LRCG \) network [Fig. 1(c)], where \( L \), \( C \), \( R \), and \( G \) are inductance, capacitance, series resistance, and shunt conductance per unit length, respectively. \( R \) mainly accounts for loss within the CPS metals due to skin and proximity effects. The familiar skin effect is the tendency for \( ac \) current to become concentrated at the surface of a conductor at high frequencies, thereby reducing the effective area of current flow. The proximity effect refers to the phenomenon that when two \( ac \) currents flow in opposite directions, the effective area of current flow is further squeezed toward the proximate regions of the two conductors. \( G \), on the other hand, reflects loss outside of the CPS metals, for instance, losses coming from the substrate in the CPS of Fig. 1(a) and losses coming largely from the underlying periodic metal strips of Fig. 1(b).

\( R \) couples to current waves as \( G \) couples to voltage waves to introduce respective series and shunt losses. Smaller \( R \) corresponds to less series loss; smaller \( G \) corresponds to less shunt loss. Simultaneous minimization of \( R \) and \( G \) is desired in the design of the CPS by properly selecting its two design parameters, the metal width, \( w \), and the separation, \( s \), where \( w \) and \( s \) are with reference to Fig. 1. The simultaneous minimization, however, is difficult. Increasing \( w \) decreases \( R \) due to a reduced skin effect but increases \( G \) due to increased interaction between EM fields and lossy media outside the CPS metals (substrate or underlying metal strips). Likewise, increasing \( s \) mitigates proximity effects hence decreasing \( R \), but this increases \( G \) again due to increased interaction between fields and lossy media outside the CPS metals. Clearly one cannot come up with a CPS structure where both \( R \) and \( G \) are simultaneously minimized. This is a widely recognized tradeoff between \( R \) and \( G \), from which one might easily conclude that the series loss caused by \( R \) and the shunt loss caused by \( G \) cannot be simultaneously minimized.

B. Circumventing the Tradeoff via Line Tapering

A more careful inspection, however, reveals that such a conclusion is a hasty one. The series loss caused by \( R \) is also a function of the current wave amplitude, and the shunt loss caused by \( G \) is also a function of the voltage wave amplitude. If the line hosts a sinusoidal traveling wave where the voltage and current amplitudes are the same throughout the line, it is indeed true that the \( R-G \) tradeoff directly translates to the tradeoff between the series and shunt losses. However, if the CPS hosts a sinusoidal standing wave where the voltage and current amplitudes are position-dependent and moreover the voltage and current standing waveforms are offset from each other by a quarter wavelength in space, a completely different scenario emerges and the \( R-G \) tradeoff can be elegantly circumvented so as not to cause the tradeoff between the series and shunt losses, in order to minimize overall loss [1].

To see this, consider a CPS of length \( l \) terminated by an open on one end and a short on the other, as in Fig. 2. Reflections of waves at both ends and their superpositions lead to standing waves. In the resulting fundamental standing-wave mode, the
The separability between series and shunt losses in two distinct points of a transmission line hosting voltage maximum & current zero at the open end (\(z = 0\)) and the current maximum & voltage zero at the short end (\(z = l\)); see Fig. 2. Since \(R\) couples to current waves, series losses are localized toward the short end (\(z = l\)). Likewise, since \(G\) couples to voltage waves, shunt losses are localized toward the open end (\(z = 0\)). In other words, the series loss and shunt loss are rather separated in space. When the two types of dissipation do not overlap significantly in space, the \(R\)-\(G\) tradeoff is quite irrelevant. Near \(z = 0\), \(G\) may be minimized by choosing proper \(w\) and \(s\) to reduce loss while the unavoidable increase in \(R\) (due to the \(R\)-\(G\) tradeoff) is not detrimental because of the negligible current amplitude in this vicinity. Similarly toward \(z = l\), \(R\) may be minimized to reduce loss while the inevitable increase in \(G\) is not harmful due to the locally negligible voltage. This continuous variation of \(R\) and \(G\) along \(z\) by varying \(w\) and \(s\) to minimize loss yields a tapered transmission line.

The CPS tapering while holding the characteristic impedance \(Z_0\) constant throughout the line to prevent reflections can be done using a contour of characteristic impedance in \(w\)-\(s\) space obtained from EM simulations [Fig. 3(a)]. As one simultaneously moves apart (increasing \(s\)) and widens (increasing \(w\)) the CPS following this contour, \(Z_0\) remains constant while \(R\) decreases and \(G\) increases (\(R\)-\(G\) tradeoff). The \(\lambda/4\) CPS can be tapered along this contours as shown in Fig. 3(b). The voltage maximum and current zero at \(z = 0\) yields minimum local loss with low \(G\) and high \(R\). The current maximum and voltage minimum at \(z = l\) yields minimum local loss with low \(R\) despite high \(G\). In [1] we experimentally confirmed the benefit of this technique: a lower-loss (higher-\(Q\)) tapered structure, when used as a resonator of a standing wave oscillator, lowers the oscillator’s phase noise by up to 10 dB.

The separability between lock time and optimum spectrum in two distinct phases of the PLL operation lends itself to Crowley’s technique of varying the PLL bandwidth in time. Analogously, the separability between the series and shunt losses in two distinct points of a transmission line hosting a standing wave lends itself to our technique of varying the line structure in space.

III. EXAMPLE 2: PLL FREQUENCY SYNTHESIZER COMBINING FRACTIONAL- & INTEGER-\(N\) MODES

Crowley’s fast-lock variable-bandwidth PLL [5] has been used almost exclusively within a fixed frequency division mode, i.e., the bandwidth switching has been executed while maintaining the same frequency division mode at either integer- or fractional-\(N\). In [2], we generalized Crowley’s scheme, introducing a single-loop fast-lock PLL frequency synthesizer that changes not only bandwidth but also frequency division mode between transient and steady states. More concretely, the PLL operates in a narrow-bandwidth, integer-\(N\) mode during steady state (phase lock), but in a wide-bandwidth, fractional-\(N\) mode (with no fractional spur reduction circuit such as phase interpolators or high-order \(\Sigma\Delta\) modulators) during transient. See Fig. 4. This hybrid PLL frequency synthesizer is another example in which an apparent tradeoff is circumvented via separation in time, which we will elucidate in what follows.

A. Tradeoff & its Circumvention

Consider a scenario where an integer-\(N\) PLL frequency synthesizer is preferred to a fractional-\(N\) one, due to the design simplicity of the former. In the latter, phase interpolators or high-order \(\Sigma\Delta\) modulators are needed to reduce fractional spurs. Since quantization noise of such fractional spur reduction circuits can corrupt the PLL spectrum via loop nonlinearities, significant design efforts are required to minimize loop nonlinearities in the fractional-\(N\) PLL. In contrast, integer-\(N\) PLLs are much simpler to design due to the absence of fractional spurs.

The design simplicity of integer-\(N\) PLLs, however, comes at the price of slow locking. To produce the same set of output frequencies in a given application, an integer-\(N\) PLL uses a lower reference frequency than a fractional-\(N\) PLL. The reference frequency is directly proportional to the maximum usable bandwidth in any PLL, and hence, the integer-\(N\) PLL cannot accommodate as large a bandwidth as the fractional-\(N\) PLL. The result is the slower speed of the integer-\(N\) PLL.
So an apparent tradeoff would be encountered in an attempt to achieve both the speed of the fractional-$N$ PLL and design simplicity of the integer-$N$ PLL. In [2] we recognized, however, that the two traits involved in the tradeoff, speed and fractional spurs (the latter is tied with the design complexity as mentioned), matter in two separate phases of the PLL operation, the exploitation of which led to the hybrid PLL. During transient, the speed is what matters and hence we use a fractional-$N$ mode that can accommodate a larger bandwidth. During steady state, the PLL is shifted to integer-$N$ since the continued use of the fractional-$N$ in the steady state would require the fractional-spur reduction circuit. The use of the fractional-$N$ mode only during transient does not require such a fractional spur reduction circuit, for spurs matter only during steady state, and hence we do not implement any such fractional spur reduction circuit, leading to the design simplicity. In this way we came up with the hybrid PLL that opportunistically switches between the two frequency division modes of differing bandwidths to circumvent the apparent tradeoff, adopting each of their good behaviors while discarding their bad behaviors.

The hybrid PLL may be viewed as an integer-$N$ PLL made faster than the normal integer-$N$ PLL by borrowing the speed of the fractional-$N$ PLL during transient. Integer-$N$ PLLs have inherently worse phase noise than fractional-$N$ PLLs. Therefore, in a situation where the phase noise is to be made as small as possible, the hybrid PLL would not be an optimal design choice (as phase noise is a concern in steady state) and the aforementioned tradeoff would not enter the design considerations. However, when an integer-$N$ PLL can meet target phase noise specifications in certain applications (GSM, Bluetooth, and WLAN, for instance) [2], the hybrid PLL can be a valuable design choice.

The hybrid PLL example has again illustrated how an apparent tradeoff can be surpassed via separation. Although the main point of this paper has now been delivered, below we will briefly describe the hybrid PLL’s architecture and operation for the sake of completeness.

B. Architecture & Operation

Fig. 5 shows the architecture of the hybrid PLL. When the PLL enters a transient state, the two static divide-by-$M$ blocks are disabled and screened out by the two multiplexers, and the crystal oscillator signal $x(t)$ [frequency: $f_0$] and the prescaler output, $d_1(t)$, are fed to the PFD. This is a standard fractional-$N$ PLL configuration but with no fractional spur reduction circuit. The standard prescaler-accumulator combination inside the dashed box provides a fractional division ratio of $N_d = N + k/M$ through $d_1(t)$. The reference frequency is $f_0$.

When the PLL attains a phase lock, both divide-by-$M$ blocks are enabled and their outputs, $x_1(t)$ and $d_2(t)$, are fed to the PFD through the two multiplexers. This reconfigured loop is an integer-$N$ PLL: the reference frequency is $f_0/M$; the integer frequency division ratio of $N_d = NM + k$ is provided through $d_2(t)$ by the rather unfamiliar combination of the accumulator, divide-by-M, and prescaler inside the dashed box. The resulting set of output frequencies are the same as in the fractional-$N$ mode.

The simple switching between the two modes is enabled by the absence of fractional spur reduction circuits, and that the overall hybrid PLL of Fig. 5 is almost the normal integer-$N$ PLL, with only 3 additional, simple digital components (shaded areas).

Execution of the mode switching in sync with bandwidth switching is at the heart of the hybrid PLL operation. In conventional Crowley’s variable-bandwidth PLLs, the charge pump current $I_0$ and the loop filter resistance $R$ are changed together to shift the loop bandwidth while maintaining the same phase margin in the loop gain transfer function [5]. In our hybrid PLL, the frequency division ratio $N_d$ naturally changes upon bandwidth switching due to the simultaneous mode switching, and this can serve as an additional parameter in altering the loop bandwidth. This feature permits exploration of a larger design space for bandwidth switching, e.g., when the bandwidth is to be changed by a large amount, this new protocol can lessen the burden of the large $I_0$-change, as the $N_d$-change can also contribute. An especially interesting scheme is to not change $I_0$ at all, but to solely rely on the change of $N_d$ for altering the loop bandwidth ($R$ has to be always changed). This represents a more digital fashion of bandwidth switching, a polar opposite of the conventional bandwidth shifting where $I_0$ must be altered.

Our experimental work in [2] firmly confirms the benefit of our hybrid PLL. There are many implementation details, for which we can refer the readers to [2].

IV. EXAMPLE 3: DIGITAL ACCELERATION OF CORRELATION-BASED DIGITAL BACKGROUND CALIBRATION IN PIPELINED ADCs

Correlation-based digital background calibration is being actively studied as a means to mitigate component mismatch errors in pipelined ADCs [6]–[13]. Currently, a marked drawback of this background calibration method is its slow...
convergence. The central task in the correlation-based background calibration is the extraction of component mismatch information from correlated data sequences. It is this extraction process that determines the convergence time.

The mismatch information extraction problem has so far been dealt with mostly in time domain [6]–[13], but it may be alternatively viewed as low pass filtering in frequency domain. In our work by Sun et al [3], we took this elementary notion to the next step, constructing an explicit frequency domain picture of the extraction process. This allowed us to transform the mismatch information extraction problem into a digital filter design problem. In this new framework, we were able to recognize the time separability between convergence speed and convergence accuracy that apparently trade off with each other, and subsequently to apply the Crowley-type variable bandwidth scheme (this is done in an entirely digital fashion) to surpass the tradeoff, accelerating the convergence speed by a factor of 18.

In this section, we will describe this bandwidth switching scheme to accelerate convergence, after providing the frequency-domain view of correlation-based digital background calibration.

A. Frequency Domain Analysis of Correlation-based Background Calibration

Figure 6 is a general model for the correlation-based digital background calibration of capacitor mismatch errors in pipelined ADCs. Detailed implementations may vary, but the model of Fig. 6 captures the essence. In Fig. 6, the real ADC is separated to an ideal ADC with no capacitor mismatch, and the explicit capacitor mismatch, \( \Delta \). To understand \( \Delta \) concretely, think of typical 1-bit or 1.5-bit-per-stage pipelined ADCs. In any given stage, the mismatch between a sampling capacitor \( C_1 \) and a feedback capacitor \( C_2 \) may be represented by \( \Delta \equiv |C_1/C_2 - 1| \), and we can think that the model of Fig. 6 is being applied to each stage. Alternatively, we can think of \( \Delta \) as what collectively represents the overall capacitor mismatch.

The calibration procedure in Fig. 6 is as follows. First, the capacitor mismatch \( \Delta \) is correlated with a causal pseudo-random signal \( X[n] \) (+1 or −1 with equal probability for \( n \geq 0 \); 0 for \( n < 0 \)) and this correlation is added to the real ADC input, \( V_{in}[n] \). This sum is passed through the ideal ADC. We denote the pre-calibrated digital output of the ADC as \( D_{out}[n] \). As noted in Fig. 6, \( D_{out}[n] = V_{in}[n] + X[n] \Delta + e[n] \), where \( e[n] \) is quantization noise. Now, \( D_{out}[n] \) is correlated with the same digital pseudo-random signal \( X[n] \). Since \( X^2[n] = u[n] \) (\( u[n] \) is the unit-step function; due to causality), we obtain \( \Delta \cdot u[n] + X[n]V_{in}[n] + X[n]e[n] \) as the outcome of the second correlation. We will denote this signal as \( \Delta_{in}[n] \):

\[
\Delta_{in}[n] \equiv \Delta \cdot u[n] + X[n]V_{in}[n] + X[n]e[n] \\
\Delta_{in}[n] \equiv \Delta \cdot u[n] + X[n]V_{in}[n]
\]

(1)

Here we have neglected \( X[n]e[n] \), for \( V_{in}[n] \gg e[n] \) in any reasonably high resolution application [6]. \( \Delta_{in}[n] \) in (1) bears the capacitor mismatch information, \( \Delta \), which, however, is obscured by the additive term, \( X[n]V_{in}[n] \). The key step in the entire background calibration is to extract \( \Delta \) from \( \Delta_{in}[n] \), by removing the additive term. Once \( \Delta \) is extracted, it can be used in a standard digital block to correct capacitor mismatch errors in \( D_{out}[n] \), yielding the desired digital output, \( D_{out}[n] = V_{in}[n] + \epsilon[n] \).

In this model, extracting \( \Delta \) within a given accuracy from \( \Delta_{in}[n] \) of (1) requires a certain number of samples (the index ‘\( n \)’ needs to run over a certain set of integers), which defines convergence time. The convergence time depends crucially on the specific extraction algorithm used. Currently, the sequential iterative method [6], [7] or certain signal averaging method [8]–[13] is used, but in our work of [3], we use a different method, which is the key to our fast convergence solution, as we will see shortly. To see how the iterative algorithm or the currently used averaging differs from our fast-convergence solution, let us first obtain a frequency domain picture of \( \Delta_{in}[n] \) of (1).

The Fourier transform of the first term of (1), \( \Delta \cdot u[n] \), is:

\[
\mathcal{F}\{\Delta \cdot u[n]\} = \Delta \left[ \frac{1}{1 - e^{j\omega}} + \sum_{k=-\infty}^{\infty} \pi \delta(\omega + 2\pi k) \right]
\]

(2)

As for the second term \( X[n]V_{in}[n] \equiv Y[n] \) of (1), since it is a random process, we calculate its power spectral density (PSD) to obtain its frequency domain representation. To this end, let us first denote the autocorrelation function of \( X[n] \), \( V_{in}[n] \) and \( Y[n] \) as \( R_{XX}[m] \), \( R_{VV}[m] \), and \( R_{YY}[m] \), respectively. Since \( X[n] \) and \( V_{in}[n] \) are independent random processes, \( R_{YY}[m] = R_{XX}[m] \cdot R_{VV}[m] \). Suppose \( X[n] \) is a pseudo-random signal with period \( T \); after time \( T \), the same pattern of \( X[n] \) is repeated. If \( T \) is large enough, \( R_{XX}[m] \) may be modeled as:

\[
R_{XX}[m] = E[X[n] \cdot X[n+m]] \\
\cong \frac{1}{2} \sum_{n=-\infty}^{\infty} \delta[m-nT]
\]

(3)

where \( \delta[n] \) is the discrete-time delta function. This model is approximately valid, as the correlation of \( X[n] \) and \( X[n+m] \) is approximately zero if \( m \) is not an integer multiple of \( T \), and it is exactly one half if \( m \) is an integer multiple of \( T \) and the two sequences overlap perfectly.

Let us now denote the PSD of \( X[n] \), \( V_{in}[n] \), and \( Y[n] \) as \( \Phi_{XX}(e^{j\omega}) \), \( \Phi_{VV}(e^{j\omega}) \), and \( \Phi_{YY}(e^{j\omega}) \). Using Wiener-Khinchin theorem and (3), we obtain:

\[
\Phi_{XX}(e^{j\omega}) = \mathcal{F}\left\{ R_{XX}[m] \right\} = \pi T \sum_{k=-\infty}^{\infty} \delta(\omega - 2\pi k/T),
\]

(4)

\(^2\)For a given ADC input, \( e[n] \) depends on the value of \( X[n] \), and hence \( e[n] \) and \( X[n] \) could be correlated [13]. If the correlation were strong, the omission of \( X[n]e[n] \) should be reexamined, but in practical situations where \( V_{in}[n] \) is a random signal, the correlation should be negligibly weak.

\(^3\)The approximate nature originates from the “pseudo”-randomness.

\(^4\)One half instead of one is the result of causality, i.e., \( X[n] = 0 \) for \( n < 0 \).
and, subsequently,

$$\Phi_{YY}(e^{j\omega}) = \mathcal{F}\left\{ R_{XX}[m] \cdot R_{VV}[m] \right\}$$

$$= \frac{1}{2\pi} \int_{\omega}^{\omega+\pi} \Phi_{XX}(e^{j\theta}) \Phi_{VV}(e^{j(\omega-\theta)}) d\theta$$

$$= \frac{1}{2T} \sum_{k=-\frac{T}{2}}^{\frac{T}{2}} \Phi_{VV}(e^{j(\omega-\frac{2\pi k}{T})})$$

(5)

The frequency domain illustrations of these results are in Fig. 7. \(\Phi_{VV}(e^{j\omega})\) and \(\Phi_{XX}(e^{j\omega})\) are in Fig. 7(a) and Fig. 7(b), respectively. Equation (5) indicates that \(\Phi_{YY}(e^{j\omega})\) is the sum of repeatedly shifted replicas of \((1/2T) \cdot \Phi_{VV}(e^{j\omega})\), which are shown in Fig. 7(c). From this figure, we can predict that \(\Phi_{YY}(e^{j\omega})\) will assume a constant value regardless of \(\omega\), as shown in Fig. 7(d). We now confirm this prediction by carrying out the summation of (5). In any practical correlation-based digital background calibration, \(T\) is large enough so that \(2\pi/T\) is much smaller than the input signal bandwidth. Therefore, \(\Phi_{YY}(e^{j\omega})\) of (5) may be rewritten as

$$\Phi_{YY}(e^{j\omega}) \approx \frac{1}{2} \int_{\omega-\pi}^{\omega+\pi} \Phi_{VV}(e^{j\theta}) d\theta$$

$$= \frac{1}{2} \int_{\omega-\pi}^{\omega+\pi} \Phi_{VV}(e^{j\theta}) d\theta$$

$$= \frac{1}{2} \left[ \text{Energy of input } V_{in}[n] \right]$$

(6)

where we have resorted to the fact that \(\Phi_{VV}(e^{j\omega})\) has a period of \(2\pi\) in obtaining the second line.

The analysis above leads to a few meaningful interpretations of the second term \(Y[n] = X[n]V_{in}[n]\) of \(\Delta_{in}[n]\) in (1), for any practical, large-enough value of \(T\):

1) \(\Phi_{YY}(e^{j\omega})\) is not a function of frequency, that is, \(Y[n] = V_{in}[n]X[n]\) is a discrete-time white noise. See Fig. 7(d).

2) \(\Phi_{YY}(e^{j\omega})\) is half the input signal energy. Therefore, an input signal \(V_{in}[n]\) with larger energy leads to a higher white noise floor in Fig. 7(d), making it harder to extract \(\Delta\) from \(\Delta_{in}[n]\) of (1): a longer convergence time is required to average out the larger noise. This also explains why foreground calibration is much faster than background calibration. In foreground calibration, \(V_{in}[n] = 0\), and hence the noise floor is zero, so we need much less time for convergence.

3) The noise floor level \(\Phi_{YY}(e^{j\omega})\) has no dependence on \(T\). Increasing pseudo-random signal period \(T\) will not help reduce noise floor.

Fig. 8 shows the overall frequency domain picture of \(\Delta_{in}[n]\), by combining the white noise \(\sqrt{\Phi_{YY}(e^{j\omega})}\) and the mismatch information signal \(\mathcal{F}\{\Delta \cdot u[n]\}\) of (2). The mismatch information signal amplitude is equal to the noise amplitude at \(\omega_0\). Since the noise, directly affected by \(V_{in}[n]\), is rather strong compared to the mismatch information signal, \(\omega_0\) is quite small. Therefore, in the vicinity of \(\omega_0\), \(\omega \ll 1\) and we can model \(\mathcal{F}\{\Delta \cdot u[n]\}\) of (2) as a \(-20\) dB/dec line, for \(\Delta/(1-e^{j\omega}) \approx -\Delta/(j\omega)\).

From the analysis above and Fig. 8, we see the function of \(\Delta\)-extraction block of Fig. 6 is to extract \(\Delta\) out of the...
noise floor in frequency domain. We have just transformed the problem of designing a faster Δ-extraction block into a filter design problem. As mentioned earlier, convergence time is determined by the Δ-extraction block. Therefore, attaining faster convergence within a given calibration accuracy is to design a discrete-time LPF with a bandwidth high enough to settle fast (for convergence time) but low enough to reject much of the white noise (for accuracy). Building on this filter design notion, we in the next subsection will explain how our fast convergence solution works.

But before moving on, we would like to further shed light on the correctness of the filter picture, by proving that the sequential iterative method for Δ-extraction used in [6], [7] is equivalent to the 1st-order IIR LPF. The iterative method can be generally modeled as:

\[ \Delta^*[n + 1] = \Delta^*[n] + \varepsilon (\Delta_{in}[n] - \Delta^*[n]) \]  

(7)

Here \( \Delta^*[n] \) denotes the estimated capacitor mismatch after the \( n \)-th iteration and \( \varepsilon \) denotes the iteration step size. By plugging \( \Delta_{in}[n] \) of (1) into the equation above, we obtain

\[ \Delta^*[n + 1] = \Delta^*[n] + \varepsilon (\Delta - \Delta^*[n]) + \varepsilon X[n]V_{in}[n] \]  

(8)

\( \Delta - \Delta^*[n] \) can be regarded as the correction term of every iteration, which makes the next iterative value \( \Delta^*[n+1] \) closer to the real capacitor mismatch \( \Delta \). If \( \Delta^*[n] < \Delta, \Delta - \Delta^*[n] > 0 \), and a larger \( \Delta^*[n+1] \) results in the next iteration. Similarly, this algorithm works for \( \Delta^*[n] < \Delta \). Consequently, starting from an initial value \( \Delta[0] = 0 \), \( \Delta[n] \) will gradually converge to \( \Delta \). By setting \( \varepsilon \) to be sufficiently small, \( \varepsilon X[n]V_{in}[n] \) will eventually appear as a small random perturbation.

The time-domain picture above can be re-examined in frequency domain. If we consider \( \Delta_{in}[n] \) and \( \Delta^*[n] \) as the input and output of the Δ-extraction block, by applying z-transform to (7), we obtain:

\[ \frac{\Delta^*(z)}{\Delta_{in}(z)} = \frac{\varepsilon}{z - 1 + \varepsilon} \]  

(9)

The iterative Δ-extraction process is no more than a 1st-order IIR LPF with passband bandwidth \( \varepsilon \). The iterative algorithm lets \( \Delta_{in}[n] \), which contains \( \Delta \) and the noise term, go through the 1st-order IIR LPF to extract \( \Delta \) by filtering out the noise.

The analysis above further supports our picture that the design of the Δ-extraction block is essentially a filter design problem. From now on, we will treat the Δ-extraction block exclusively as a discrete-time LPF, and will move on to discuss how we design the LPF to achieve fast convergence.

B. Fast Convergence Technique

Based on the frequency domain picture of \( \Delta_{in}[n] \) in Fig. 8, we clearly see the trade-off in deciding the LPF bandwidth. If the bandwidth is small, the convergence will be accurate rejecting more noise, but it will take long for calibration to converge. If the bandwidth is large, convergence will be fast, but more noise is filtered in, undermining calibration accuracy. Convergence time trades off with calibration accuracy via the bandwidth. In light of this observation, it is easy to appreciate the disadvantage of the 1st-order LPF (both the iterative

\[ \text{Large BW} \]  
\[ \text{Medium BW} \]  
\[ \text{Small BW} \]  
\[ \Delta_{in}[n] \rightarrow Z^{-1} \]

Fig. 9. 3rd-order discrete-time IIR LPF with a variable bandwidth scheme.

algorithm [6], [7] and the averager [8]–[13]: the bandwidth is fixed and the tradeoff is directly faced. To satisfy a required accuracy, the LPF bandwidth is set small enough, resulting in a long convergence time. Such design constraint becomes more troublesome in high resolution applications where calibration accuracy requirement is stringent.

Our fast convergence technique is enabled by relaxing the tradeoff between convergence time and accuracy. This is achieved by incorporating the Crowley-type bandwidth switching scheme in the discrete-time IIR LPF: we use a larger bandwidth during the initial calibration transient and a smaller bandwidth near and during the final convergence (steady-state). This variable bandwidth technique is based on the notion that convergence speed matters only during transient, while convergence accuracy matters only during steady state. During the initial calibration phase, in order to achieve faster convergence, a larger bandwidth is used. Although more noise is filtered in due to the larger bandwidth, during this early phase of calibration, accuracy is no concern. As convergence is approached, bandwidth is switched to a smaller value to reduce steady-state convergence errors. By using this adaptive bandwidth scheme, we circumvent the tradeoff, substantially reducing convergence time for a given accuracy. In MATLAB behavioral simulations of a 13-bit pipelined ADC consisting of 12 1.5-bit stages, the convergence speed was increased by a factor of 18 by our technique, attesting to its validity. We refer readers to [3] for details of the simulation results.

The variable bandwidth scheme can be implemented in an all-digital fashion at low cost in discrete-time filters by altering multiplication coefficients, as shown in Fig. 9 for a 3rd-order LPF example. The rest extra cost is simple combinational logic gates and a counter to determine bandwidth switching times.

V. Conclusion

We have discussed several published design examples in which tradeoffs can be surpassed if the relevant traits are somehow separated in time or space. We hope that the perspective presented in this paper can be applied to other designs.

\[ \text{We show an example of a 3-rd order filter, for increasing the filter order is another way of relaxing the tradeoff between the convergence speed and the accuracy: a higher order increases the convergence speed for a given accuracy. This important technique is also the outcome of the frequency-domain analysis of the correlation-based digital background calibration, but we did not go over this, as it is irrelevant to the theme of this paper. We refer interested readers to [3] for details of this technique.} \]
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